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Abstract

In order to apply theories of pure mathematics for reasoning about non-mathematical
objects (e.g. tables and chairs), various bridge principles need to be assumed, con-
necting claims about the mathematical realm with the non-mathematical realm.
A theory of applied mathematics is comprised of both pure mathematics and such
bridge principles. Following Hartry Field, I will assume that what distinguishes
applied mathematics from, say, physics, is that applied mathematics is conserva-
tive over any set of non-mathematical assumptions, in the following sense: if a
non-mathematical conclusion logically follows from a set of non-mathematical as-
sumptions together with a theory of applied mathematics, it already follows from
the non-mathematical assumptions alone. This is the sense in which mathematics
can be regarded as a priori - or, rather, as arbitrary. The usefulness of applied
mathematics can be understood in terms of how difficult it is to reach those con-
clusions without it - more specifically, in terms of the length of the shortest proofs.
I will investigate bridge principles for applied arithmetic in particular, to see how
they may facilitate reasoning about non-mathematical objects in the above sense.
Ultimately, the goal is to understand how arithmetic can be useful despite being
arbitrary, and if perhaps there is something special about standard arithmetic that
makes it particularly useful.

Preliminary observations

Consider the following problem of elementary school arithmetic:

(1)

Ironically, no arithmetic is required for solving this problem. It can be construed as a
purely logical one. Let ‘A’ and ‘B’ be unary predicates, where ‘A’ applies to all and
only apples bought by Alice, and ‘B’ applies to all and only apples bought by Ben. The

Suppose that Alice buys exactly one apple, and that Ben buys exactly two apples.
Provided that no apple is bought by both Alice and Ben, exactly how many apples

are bought by either Alice or Ben?

assumptions of the problem can then be expressed in first-order logic:

(2)

a. Jrx(Azx AVy(Ay — x =vy))
b. Jzdy(r #yANBx ANByAVz(Bz - x=2zVy=2))
c. —3Jz(Az A Bzx)



Moreover, the answer (namely that exactly three apples are bought by either Alice or
Ben) can be derived as logical consequence of these assumptions:

(3)  JaxdyIz(z £ yAx # zAy # zA(AxV Bx) AN (AyV By) A (AzV Bz) AYu(AuV Bu —
r=uVy=uVz=u))

Nevertheless, elementary school children are expected to solve the problem by applying
knowledge of the arithmetical fact that 1 4+ 2 = 3. Some philosophers have taken this to
suggest that the sentence ‘1 + 2 = 3’ really is nothing but a logically valid principle in
disguise.! Remaining within the confines of first-order logic, the sentence could perhaps
be regarded as an abbreviation of the theory consisting of — for each formula ¢ and
and variable a — the universal closure of

(4)  "Hoiap Adosah A=Fa(p AY) — Fozale V)T

Using this logically valid theory, the answer to the problem can be derived from the
assumptions in one step by modus ponens. Hence, this interpretation of ‘1 +2 = 3’
explains how knowledge of the fact that 1 4+ 2 = 3 would be applicable to the problem of
Alice and Ben.

More generally, the idea would be to interpret each arithmetical sentence "a +b = ¢!
(where a, b, and ¢ are numerals) as the theory consisting of (for each formula ¢ and 1
and variable «) the universal closure of

(5)  MFosap Adopar A=Falp A) = Focale V)T

Alternatively, leaving the confines of first-order logic, the idea would be to interpret each
sentence "a + b = ¢ as the following second-order sentence instead:

(6) VXYY [Tz Xz ATpzYa A -Te(XeAYzr) = I_o(Xze VYa)]?

Either way, there is a problem of how to extend the interpretation to arbitrary arithmeti-
cal sentences. The problem pertains not only to quantified sentences like ‘Every natural
number is either odd or even’, but arises already for the quantifier-free fragment of arith-
metic. Assuming that all arithmetical truths are to be interpreted as logical truths (or
as logically true theories), the problem is that the extension cannot be compositional. In
particular, the interpretation of the negation of an arithmetical sentence cannot always
be the negation of the interpretation of the negated sentence. In the first-order case, there
is of course already the issue of negating an infinite set of sentences, but the problem
remains even in the second-order case. According to the recipe given, as Wang (1990, p.
35) once pointed out, a false arithmetical sentence like ‘1 + 2 = 2’ will be interpreted as
the second-order sentence

(7)  VXVY [z Xe ATgaYar A—-Fz(Xax AYex) —» Joz(Xa VYY)

T think Husserl (2003, pp. 191-192) can be taken to say something to that effect when he writes:

545 = 10 means the same as: a group - anyone, whichever it may be - falling under the
concept five, and any other group falling under that same concept, when united yield a
group falling under the concept ten.

Obviously, in order for this claim to be even remotely plausible, ‘other’ must be taken to mean ‘disjoint’.



This sentence, however, is not logically false. In fact, it is true in every model with at most
two elements in the domain of the first-order quantifiers. Assuming compositionality, the
arithmetical truth ‘14 2 # 2’ (the negation of ‘1 4+ 2 = 2’) will then be interpreted as the
negation of (7), which is not a logical truth.

Given these difficulties, we shall proceed by taking arithmetical sentences at face
value, namely as statements about natural numbers. But we still need an account of
how arithmetical facts pertain to facts about Alice and Ben. To make the arithmetical
connection more conspicuous, we may reformulate the problem:

(8) Suppose that the number of apples bought by Alice is 1, and that the number of
apples bought by Ben is 2. Provided that no apple is bought by both Alice and
Ben, what is the number of apples bought by either Alice or Ben?

For a natural formalization of this problem, we may want to extend the syntax of first-
order logic with a term-forming variable-binding operator ‘#’: for any variable o and
formula ¢, we declare that "#ap ' is a term with the same free variable occurrences as
©, except for those of a;, which are bound by term’s leftmost occurrence of ‘#’. Although
"#ap ' shall be intended to refer to the number of objects that, when assigned to «,
satisfy ¢, we assume only that the logical rules of inference apply to it just as they apply
to any other term. In addition, we need a language for speaking about natural numbers.
Let ‘N’ be a unary predicate intended to apply to all and only natural numbers, let ‘0’ be
a constant intended to refer to the number 0, let ‘s’ be a unary function symbol intended
to refer to the successor function, and let ‘+’ and ‘x’ be binary function symbols intended
to refer to the addition and multiplication function, respectively. The numerals in this
language (corresponding to the decimals ‘0°, ‘1’, ‘2’, etc.) are the expressions ‘0’, ‘s(0)’,
‘s(s(0))’, etc. The assumptions in (8) may then be expressed as follows:

(9) a. #zxAzr=s(0)
b.  #xBx = s(s(0))
c. —3Jz(Axz A Bx)

But these assumptions do not logically entail the answer, namely that the number of
apples bought by either Alice or Ben is 3:

(10) #x(Azx VvV Bx) = s(s(s(0)))

As we shall see, given that the classical rules of inference apply to ‘#’-terms just as they
apply to any other terms, one can find an interpretation of our formal language (including
the ‘#’-terms) consistent with the rules of inference under which the assumptions are true
but the conclusion is false. Hence, in order to logically derive the answer, we need to
make some further assumptions. But a pure theory of arithmetic will not help, at least
not by itself (for a proof of this claim, see Remark 3.2 below). Assuming, for instance,
that 1 +2 =3, i.e.

(11)  s(0) + s(s(0)) = s(s(s(0)))
we still only get
(12)  #axAx + #xBx = s(s(s(0)))



What we need, in addition, are assumptions allowing us to derive things like
(13)  #x(AzxV Br) = #xAx + #2Bx

What might these assumptions be?

Before we start making suggestions, we first need to acknowledge the possibility that
not all #-terms refer to natural numbers. Consider, for instance, the term #x(x = z). If
there are infinitely many things, the numbers of things that are self-identical will not be
a natural number.

Secondly, we need some idea of what a pure theory of arithmetic might look like. Let
N be a unary predicate whose intended interpretation is being a natural number, and
consider the following theory of pure arithmetic in the vocabulary {N,0, s, +, x }:

Pure Peano Arithmetic:

1. NO

2. Vz(Nx — Ns(z))

3. Va(Nzx — s(z) #0)

4. VaVy(Nz A Ny A s(z) = s(y) =z =1y)

5. VaVy(Nz A Ny — N(z +y))

6. Ve(Nx - 2+ 0=x)

7. VaVy(Nx A Ny — x + s(y) = s(x + y))

8. VaVz(Nz A Ny — N(x X y))

9. VaVy(Nx A Ny — x x 0 =0)

10. VaVy(Nz A Ny — z X s(y) = s(x x y) + x)

11. ¢(0) AVz(Nx — (p(x) = ¢(s(z)))) = Vo (Nz — ¢(z))

Let us call it PAy, for short, and let us refer to its i:th axiom as PAy(i). Moreover, for
each natural number n, let us define a unique term n in our formal language intended to
refer to that number (its numeral, as it were). We do this recursively:

0

= s(n)

— O
I

n —+

Returning to the problem of Alice and Ben, a general principle of additivity naturally
comes to mind. The principle (which is really a set of first-order sentences) includes, for
each formula ¢, ¥ and variable a, the universal closure of the following formula:

(14)  "Nitap A Nftap A=3alp Ap) = #ale V) = fap + #ay
Together with PAy, the answer can now be derived. As an instance of (14), we have

(15)  N#zxAx AN N#xBx A —-3x(Ax A Bx) — #x(Azx V Bx) = #rAx + #aBx



The antecedent follows from (9), PAx(1) and PAx(2), and the consequent is (13). More-
over, since (11) follows from PAy, and (12) follows from (11), (9-a) and (9-b), we obtain
(10).

Principles such as (14), whose instances may contain a mix of both arithmetical and
non-arithmetical vocabulary, are often called bridge principles. As the name suggest, they
are required for establishing logical connections between, on the one hand, assumption of
pure arithmetic, and, on the other hand, assumptions involving non-arithmetical matters
(e.g. apples). As we have seen, it is only by assuming such principles that we may
apply pure arithmetic to non-mathematical objects, such as apples. Simply put, applied
arithmetic consists of pure arithmetic plus bridge principles. Although no arithmetic is
required for deriving (3) from (2), using a theory of applied arithmetic could (at least in
principle) make it easier.

Here are some obvious candidates (including the one already mentioned), presented
schematically:

Extensionality: Vx(p <> ¢) — #xp = #x1)

Conjunctive comprehension: N#xp — N#x(p A1)

Disjunctive comprehension: N#xp A N#x) — N#x(p V)

Zero: #x(x #x)=0

Successor: N#xp — Yy(—p(y/x) — #x(pVx =y) = s(#xyp)), with y not in ¢.
Additivity: N#xzo A N#zp A =Jz(p A) = #a(p V) = #ap + #x

What the bridge principles listed above all have in common is that they are true when we
assume the intended interpretation of the ‘#’-operator and the vocabulary of arithmetic,
without assuming anything about the interpretation of the non-arithmetical vocabulary.
In fact, having bridge principles with this property will ensure that applied arithmetic is
conservative over purely non-arithmetical claims, in the following sense: If N is a set of
pure non-arithmetical claims, and C' is a pure non-arithmetical claim, A is a pure theory
of arithmetic, and B is a set of bridge principles, then C follows from A + B + N only if
C' already follows from N.?
Here are two more candidates with this property:

Equinumerosity: Vz(p — Jly(v A x)) AVy(v — z(p A x)) = #xp = #y1, with z not
free in ¢, and y not free in ¢.

Correspondence: 3_,xp <> #xp = n.

If we allow the ‘#’-operator to bind finite sequences of variables (with the intended
interpretation of "#a; ... o, ' being " the number of sequences of objects a, . . ., oy, such
that ¢™), the following principle for multiplication naturally comes to mind:

Multiplicativity: N#xzp A N#yh — #xy(e A ) = #xp X #y, with x not free in 9,
and y not free in .

2According to Field (1980), conservativity is what distinguishes applied mathematics from, say,
physics, and it is precisely in this sense that mathematics may be regarded as a priori.
hysi diti isely in thi that mathemati b ded iori



So do the following comprehension principles:
Universal comprehension: N#xyp — N#xVyp.
Existential comprehension: N#zyp — N#Hzdye.
General comprehension: N#xyp — N#xp.

At this point, we should pause and ask ourselves: how many bridge principles do
we need? And, perhaps more importantly, what do we need them for? One could ask
these questions about about arithmetic as well. For instance, do the axioms of Peano
arithmetic suffice to settle every question of pure arithmetic? Godel famously showed
that they do not. More generally, he showed that true arithmetic (the set of sentences of
first-order arithmetic that are true in the standard model) is not aziomatizable: there is
no decidable set of sentences from which all and only arithmetical truths can be derived.

Let us stipulate that a sentence is standardly wvalid just in case it is true under
every interpretation that is standard with respect to the arithmetical vocabulary and the
#-operator (for a precise definition, see section 5). The principles listed so far should
all strike us a standardly valid. Moreover, the set of standard validities contains all the
truths of pure arithmetic. Since being a sentence of pure arithmetic is a decidable matter,
it follows from Godel’s theorem that the standard validities are not axiomatizable either.
Still, there is an interesting question to be asked concerning their relative axiomatizability:

(16) Is there a decidable set of bridge principles from which, together with the truths
of pure arithmetic, all and only standard validities can be derived?

The answer to the question, however, is negative. To see why, let Ly = {N,0,s,+, x},
let L be a vocabulary such that L N Ly = {N}, and let L# be the extension of L
containing all the new function symbols simulating the ‘#’-operator. Thus, L# is the
vocabulary of a language in the standard syntax interpreting a language with vocabulary
L in the extended syntax. Let T be the set of L#-sentences that are true under every
interpretation of L# that is standard with respect to # and N. Clearly, T is just the
set of L#-sentences that are true under every interpretation M of L# such that, for
each L#-formular ¢(x), we have that N#x¢(x) is true in M just in case only finitely
many elements of M satisfy p(z). Hence, T is essentially the theory of the ‘finitely
many’-quantifier for L. In the analytical hierarchy, this theory (i.e. the corresponding
set of Godel numbers) is known to be II}-hard (i.e. every ITi-problem can be reduced to
it).> Clearly, a sentence belongs to T just in case it is a standardly valid L#-sentence. It
follows that standard validity is also IT{-hard. The truths of pure arithmetic, on the other
hand, is already in A}, i.e. both in IT} and ¥}. Since some IT}-problems cannot be reduced
to Al-problems, it follows that standard validity is not a Al-problem. Since relations in
Al are closed under definitions with boolean operators and first-order quantifiers, this
contradicts the claim that there is a decidable set of bridge principles from which, together
with the truths of pure arithmetic, all and only standard validities can be derived.

3van Benthem and Icard (2023)



2 Pure arithmetic

The subject matter of arithmetic is the natural numbers 0, 1,2, 3, etc. Intuitively, a pure
theory of arithmetic is one that only talks natural numbers. We can make this notion
of pureness precise by introducing a unary predicate N, whose intended interpretation is
being a natural number. Let L be a first-order vocabulary containing N.

Definition 2.1 (Reduct). Let L C L', and let M be an L’-model. The L-reduct of M
(written M|L) is the L-model with the same domain as M such that, for any symbol

w € L, we have uMIE = M.

Definition 2.2 (Part). Let M be an L-model. The N-part of M (written M | N), is
defined just in case

(i) ME JzNz,
(ii) for any constant ¢ € L, we have M E N¢, and

(iii) for any n-place function symbol f € L, we have M F Vz;...Va,(Nx; A ... A
Nz, = Nf(z1,...,2,)),

Furthermore, provided the above three conditions are satisfied, we define M | N as
follows:

(i) Let IM | N| = NM.

(ii) For any constant ¢ € L, let MYV = M,

(iii) For any n-place function symbol f € L, let fMN = fMA (M | N|* x |[My]).
(iv) For any n-place predicate symbol P € L, let PMIN = pM A |M | N|™.

Definition 2.3 (Pure theory of arithmetic). We say that a first-order L-theory T is a
pure theory of arithmetic just in case, for any L-model M,

(i) if M E T, then M [ N is defined, and
(i) if M | N is defined, we have M E T if and only if M [ N E T.

Somewhat less precise, one might say that the truth of a pure theory of arithmetic in
a model only depends on the natural number part of that model.

By soundness and completeness, we may characterize this notion of pureness syntac-
tically.

Definition 2.4 (Relativization). For any L-formula ¢, we define its relativization [¢]y
to N recursively:

(ii) [Py = PI

(iil) [~ln = =[e]n



(iv) [o =¥y = ¢y = [W]n
(v) [Vzoly =Vo(Nz — [p]n)
(vi) [Fzely = Fz(Nx A po]n)

For instance, we have
Va(Pz — JyQxy)|y = Ve(Nzx — (Px — Jy(Ny A Qxy)))

If there is no risk of ambiguity, we may write ¢y instead of [¢|y. For any L-theory T,
we define

Ty ={3zNz} U{Nc:ce L}
U{Vzy...Vo,(Nzy A.. ANz, — Nf(zq,...,2,)): f €L}
U{pn 0 €T}

Lemma 2.1. Let M be an L-model for which M | N 1is defined, and let p be an L-
sentence. Then we have M E oy just in case M | N F .

Proof. Let M be an L-model for which M | N is defined. Hence,

(17)  a. ME3JxNuz,
b. for any constant ¢ € L, we have M F N¢, and
c. for any n-place function symbol f € L, we have M F Vzy...Va,(NziA... A
Nz, = Nf(xq,...,z,)),

and M [ N is defined by

(18) a. |M | N|=NM
b. for any constant ¢ € L, MV = M,
c.  for any n-place function symbol f € L, fMIN = fMA(JM | N|"x|M | N|),
and

d. for any n-place predicate symbol P € L, PMIN = pMn|M | N|.
Let X be the set of variables. First we show
(19)  For any assignment g : X — |M | N| and L-term ¢, we have t"9 = tMIN.g,

by induction on the complexity of t. If ¢ is a variable or constant, the claim obviously
holds, in the latter case by (17-b) and (18-b). Assume, as induction hypothesis, that the
claim holds for ty,...,t,. Let f € L be an n-place function symbol. We get

f(ty, .. tg)M9 = M9 M)
= fM N MINgY by ind. hyp.
— fMINMINg - pMINg) by (17-c) and (18-c)
=f(ty, ... )N

Next, we show that



(20)  For any assignment g : X — |[M [ N| and L-formula ¢, we have M, g F oy iff
M| N,gFE .

by induction on the complexity of ¢. For the base cases, we have
M,gE[s=tlyift MgEs=t
iff M9 = M9

iff sMIN9 = ¢MIN.g by (19)
ft M| N,gEs=t

and

iff P9 M)

iff PM (N gy by (19)
iff pMIN(MINa - pMINg) by (18-d) and (19)
iff M| N,gk Pty...t,

Assume, as induction hypothesis, that the claim holds for formulas ¢ and 1. We get

M, g F [-p]n iff M, g F =[p]y
iff M, g% [oln
it M N,gF ¢ by ind. hyp.
it M N,gFE—-p

and

M, gE [p AN]n iff M, g E [o]y A [Y]n
ifft M, gF [p]ny and M, g F []x
SM I N,gEpand M| N,gE ¢ by ind. hyp.
SM I N, gEpAY

and

M, g E Nep|y it M, gEVx(Nx — ¢n)
iff M, g, Nx— oy for all a € |IM]|
iff M, g, F @y forallae | M N by (18-a)
it M| N,gose Epforallae |M][ N| by ind. hyp.
ifft M| N,gEVzp

It now follows from (20) that, for any L-sentence ¢, we have M E pn iff M [ N F . O

N-relativized sentences only talk about natural numbers, in the following precise
sense:



Corollary 2.1. Let M and M’ be L-models for which M | N and My are defined, and
let ¢ be an L-sentence. If M | N = My, we have M E N just in case M’ E py.

Moreover, we can characterize pureness syntactically:

Theorem 2.1. An L-theory T is a pure theory of arithmetic just in case T and Ty are
logically equivalent.

Proof. Assume that T is a pure theory of arithmetic, and let M be an L-model. If
M | N is defined, we have M E T just in case M [ N F T, which by Lemma holds just
in case M E Ty. If M | N is not defined, we have M ¥ T and M E Ty. Hence, T and
Ty are logically equivalent. For the other direction, assume that 7" and T are logically
equivalent, and let M be an L-model. If M [ N is defined, we have M E T just in case
M E Ty, which by Lemma holds just in case M [ N ET. If M | N is not defined, we
have M E T and thus M & T'. Hence, T' is a pure theory of arithmetic. ]

We also observe that
Theorem 2.2. Ty is logically equivalent to {py : T+ ¢}.

Proof. For left to right, assume that M E Ty. Then M | N is defined and, by Lemma,
M | N ET. If follows that M | N E{¢: T F ¢}. Hence, by Lemma, M F {py : T

P}
For right to left, assume that M E {pn : T'F ¢}. Since

o T'Hdx(x =ux),

o I'{3x(x=c):ce L}, and

o I'H{Vay...x,yf(z1,...,2,) =y: f €L}
we get

e dx(NzANz=2z)e{pny:TFp},

o {(Fz(NeANz=c):ce L} C{on:TF ¢}, and

o {Vay...xo,(Nxy A... ANz, — Jy(Ny A f(z1,...,2,) =y)): fE€LC{on:TH
2%

from which it follows that
o {on:TF ¢} 3Nz,
e {on :TH o} {Nc:ce L}, and
o {on :TH o} {Vay...Vo,(Ney A...ANNzx, = Nf(x1,...,2,)): f € L}.

Hence, M F Ty. n
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3 Interpreting the extended syntax

In this section, we shall find an interpretation of the extended syntax with respect to
which the rules of inference are sound and complete. The idea is to translate the extended
syntax into the standard syntax. We achieve this by extending any given vocabulary L to
a vocabulary L# containing infinitely (but countably) many new function symbols. We
shall then define a translation 7 from L-formulas in the extended syntax to L#-formulas
in the standard syntax, and show that, for any set of L-sentences I' and sentence ¢ in
the extended syntax, we have

(21) Tk ¢ just in case 7[['] F 7]g]

where 7[['] = {7]p] : ¢ € T'}. By soundness and completeness of the standard syntax and
semantics, this will allow us to conclude that

(22)  TI'F ¢ if and only if 7[I'] F 7[y]

3.1 Extending the vocabulary

Say that an occurrence o of a term is free in an expression e just in case no subterm of o
is a variable bound in e by a quantifier outside o. Furthermore, say that o is salient in e
just in case o is (i) free in e, and (ii) no proper superterm of o is free in e. Suppose that
there are exactly n salient occurrences of terms in e. If n = 0, let € be the empty sequence.
Otherwise, for each 1 < 7 < n, let e¢; be the term with the i:th salient occurrence in e,
counting from left to right, and let € be the (possibly repetitive) sequence ey, ..., e, of
terms. Let e be the result of replacing each salient occurrence of a term in e with the low
dash symbol _. For instance, if

e =Va(Pzy — f(z,y) = g(y, 2))

we get e; =y, e =y, es = ¢(y, z), and thus

Ve(Px-— f(x,.) =)

€

We stipulate that, if #x¢ is an L-term in the extended syntax with n salient occurrences
of terms, then fu,, is an n-place function symbol. Finally, we define the extension L#
of L by -

L# = LU{fys, : ¢ an L-formula in the extended syntax}

3.2 Translation

We define a translation 7, from L-expressions in the extended syntax to L#-expressions
in the standard syntax, recursively:

e If ¢ is a variable or a constant, then 7[t] = ¢.

e If f € L is a function symbol, then 7[f(¢)] = f(7[t]), where t = (t1,...,t,) and

Tlt] = (r[t1], . . ., T[tn])-
o T[#0] = fyup(T[#r0]).

11



o 7lo = Y] =7lp] = TY].
o T[Vap] = Var|p].
For instance, with P, f, g € L, we have
T#e(Pry — f(z,y) = 9(y, 2)] = [pa(Pes =) (4,9, 9(y, 2))

First we observe that, for any expression e,
(23) e and 7le] have the same constants and variables occurring freely.

If = a variable and ¢ is a closed term, let e(¢/z) be the result of replacing all free oc-
currences of x in e with ¢t. Since substitution of a free occurrence of a variable in an
expression always takes place inside a salient occurrence of a term in that expression, we
also have

(24)  e(t/z) =e

Using this fact, we show that

(25)  le(t/z)] = Tle](r[t]/2)

Proof. By induction on the complexity of e. For the base cases, we have
T[z(t/2)] = 7[t] = 2(7[t] /=) = [2](7[t] /)
Tle(t/2)] = 7lc] = e(]t]/x) = T[c)(7[t]/x)

Assume, as induction hypothesis, that the claim holds for the immediate sub-expressions.
We consider the following cases:

e If f € L is a function symbol, we get

Tf(5)(t/)] = ([ (s(t/x))]
5(t/x)]) by definition of 7

= f(7]

= f(7[s](7[t]/x)) by induction hypothesis

= f(rls])([t] /=)

= 7[f(5)](T[t]/x) by definition of 7

T[#yp(t/z)] = ) (T[#Z/@(t/iﬁ)]) by definition of 7

= fayou/o) (T[# #yo|(T[t]/x)) by induction hypothesis
= Fayeso) (TIHY) (T[t]/2)
= fae(T[#y0))(7[t] /) by (24)
= T[#yp|(7[t] /) by definition of 7

12



T[=e(t/z)] = —7lp(t/x)] by definition of 7

= 7[p|(7]t] /) by induction hypothesis
= 7[~p](T[t]/7) by definition of 7
[(e AY)(t/2)] = Tlp(t/z) A (t/z)]
= Tlp(t/z)] AT[(t/z)] by definition of 7
= 7lel(7[t]/2) AT[¢](r[t]/x) Dy induction hypothesis
= (Tl AT[¥])(7[t] /)
=Tl AY|(T[t]/z) by definition of 7

o If x =y, we have trivially that

T[Vye(t/z)] = T[Vye] = [yl (r[t]/z)
If x # vy, we get

T[Vye(t/x)] = 7[vy(e(t/z))]
= Vyt(p(t/z)] by definition of 7
= Vy(r[p](T[t]/z)) by induction hypothesis
= Vyr[p](7[t]/2)
= 7[Vye|(7(t]/x) by definition of 7

Lastly, we show that 7 is injective:
(26)  1If 7[e] = 7[€¢/] then e = ¢'.

Proof. By induction on the complexity of e. The base cases are obvious, since 7[t| =t if
t is a variable or a constant. Assume, as induction hypothesis, that the claim holds for
any immediate sub-expressions. We consider the following cases:

e If f € L is a function symbol, then 7[f(¢)] = 7[¢/] implies
flt) = f(rltal, o 7lta]) = 7€) = f(r [, o 7t])
where e/ = f(ty,...,t,) and 7[t1] = 7[t}],. .., T[tn] = 7[t}]. By induction hypothesis,

we get t; =t),...,t, =t/. Hence, f(t) = f(t’l, Lt =¢.
o T[#xyp| = T[¢/] implies
Faoo(T[#2e]) = Tle]] = fyap (T[F#2¢])

where €' = #1'y', #rxp = #2'¢' and 7[#rp] = T[#2'¢']. By induction hypothesis,

we get Fap = o'y, Since frp = fae(Fr/) and o'y’ = o'y (Fp) ), it
follows that #xp = #x'¢ = €'

13



3.3 Rules of inference

We define the classical provability relation - inductively, letting it apply to the extended

syntax as well. For any sentences (closed formulas) ¢, 1, x, and for any sets I') A, ¥ of

sentences:
pel
| R )

'k AFY
AR AY
'EeAy

'Fpand '+ 9
ke

'FeVvyand 'Y Ve

F'Fevy  Aebx  XN¢kx

LAY Ey

A

Al

AE

VI

VE
Lok
'Fp—4Y

L'Ep— Al
AR

Loy Aoy I
NG B

F>_'<10|_¢ A,ﬂ@'_ﬁlb
IAF @

For any formula ¢ with free occurrences of at most one variable x:

—I

—E

-E

I'Fe(c/x) ¢ a constant not in I" or ¢

' Ve v
. ' Ve t a closed term
I'Fo(t/z)
o L Folt/z)
I'=dze
. IF Jxp A o(c/z) F ¢ a constant not in A, ¢ or ¢ .
TAF O E
t a closed term 1
FHt=t o
IEpt/z)  Abt=torAFt'=t tand? closed terms
L AF o(t'/z) B

Remark 3.1. Perhaps this is not what the elimination rule for identity usually looks
like. However, if ¢(¢,t'/x) is the result of replacing some free occurrences of = in ¢ with
t, and the rest with ¢/, one can derive the perhaps more standard rule
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I'Foe(t/z) AFt=t  tandt? closed terms
LA ot t' ) x)

as follows. Let 1 be the result of replacing only some free occurrences of x in ¢ with ¢,
so that ¢ (t'/x) = p(t,t'/x). Then we also have ¥(t/x) = ¢(t/z). Hence, we get

~P(t'/x) € {~p(t'/x)}

Art=t U/ F )
LEo(t/z) A =(t/2) F~o(t/z) (= —elt/z) o

L AR /2) (= ¢(t, 1))
First we show that

Lemma 3.1. For any set of L-sentences I' and L-sentence ¢ in the extended syntax such
that I' - ¢, we have T[I'] F 7[g].

Proof. By induction on the complexity of proofs. For the base case, assume that we have
['F o by A, with ¢ € I'. Clearly, we then have 7[p] € 7[I']. By A, we get 7[I'] F 7[¢].

Assume, as induction hypothesis, that the claim holds for any immediate sub-proofs.
We consider the following cases:

e We have I'’ A+ ¢ Ay by Al with I' F ¢ and A + 4. By induction hypothesis, we
have 7[I'] F 7[¢] and 7[A] F 7[¢)]. Hence, by AL, we get 7[['], 7[A] F 7[¢] A T[],
which is the same as 7[I", A] - 7[p A ],

e We have I  Vzy by VI, with I' F ¢(¢/x) and ¢ a constant not in I or ¢. By
induction hypothesis, we have 7[I'] - 7[p(c/x)]. By (25), this is the same as 7[I'] -
Tlp](7[c]/z), which is the same as 7[['| F T]p](c/z). By (23), ¢ does not occur 7[I']
or 7[p]. By VI, we get 7[['] - Va7[p], which is the same as 7[I'] F 7[Vzy].

e We have I' - ¢(t/z) by VE, with I" - Vzp and t a closed term. By induction
hypothesis, we have 7[['] F 7[Vzp], which is the same as 7[I'] - Var[p]. By (23),
T[p] has free occurrences of at most one variable x. Hence, by VE, we get 7['] -
Tlp](T[t]/z). By (25), this is the same as 7[I'] F 7[p(t/x)].

e We have I' -t =t by =I. Since 7[t| = 7[t], we get 7[['| F 7[t]| = 7[t] by =I, which is
the same as 7[I'] F 7]t = t].

e We have I''A + o(t'/z) by =E, with I' - o(t/x), At =t or At =1t
where ¢ and t" are closed terms. By induction hypothesis, we have 7[I'] - 7[p(t/x)]
and 7[A] F 7[t = t/], which is the same as 7[A] F 7[t] = 7[t']. By (23), 7]t]
and T[t'] are closed terms. By (25), we have 7[I'] F 7[¢|(7[t]/z). By =E, we get
T[], 7[A] F 7[¢](7[t'] /x), which is the same as 7[I', A] F T[] (7[t'] /z). By (25), this
is the same as 7[I', A] - 7[p(t' /x)].

]

Remark 3.2. Using the result above, we can already show that no amount of pure
arithmetic will, by itself, help solve Example ?77. Let A be a pure theory of arithmetic
in the vocabulary L4 = {N,0,s,+, x}. We assume that A is consistent, as it otherwise
will imply the answer trivially. Let Lo = {M,T}, let L = Lo U L¢, and let T" be the
following set of L-sentences in the extended syntax:
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a

(a)
(b) #x(-Mz ANTx) =2
(¢) #ax(MzN-Tx)=0
(d)
Their translations are given by the set of L#-sentences 7[I']:
(a) f#mMa: = l
(b) f#m(ﬂM:Jc/\T:r) = 2
)

¢ f#x(Mx/\ﬂTx) =0

(
(d) f#xT:Jc 7& 3

Let M4 be an Ly-model of A. We extend it to an L#-model M of AU 7[I'] as follows.
Let D be a non-empty set disjoint from [Myu|, let |[M| = |[M4| U D, and let a € D.
Furthermore, let

(a) [faanrs)™ = [1JM4

(b) [fpa(-ptanra) ™ = [2JM4
(©) [faa(uan—ra)™ = [0]M2
(d) [fparal™ =a

The interpretation of the rest of L# in M can be chosen arbitrarily. In any case, we have
M E 7[[']. Moreover, since A is a pure theory of arithmetic, and M [ N = (My) [ N,
we have M F A. By soundness, it follows that

AU faamz = L, foo-Martz) = 2, faaan—Ta) = O}V faars = 3
and, by Lemma 3.1, that
AU{#xMx =1, #x(-Mzx ANTx) =2, #x(Mx AN —Tx) =0} If #aTx =3
Next, we show that

Lemma 3.2. For any set of L-sentences I' and L-sentence ¢ in the extended syntax such
that T[] = 7[p], we have I' - .

Proof. By induction on the complexity of proofs. For the base case, assume that we have
T[]l F 7]p] by A, with 7[¢] € 7[']. By (26), we then have ¢ € I'. By A, we get I' - ¢.

Assume, as induction hypothesis, that the claim holds for any immediate sub-proofs.
We consider the following cases:

e We have 7[['], 7[A] F 7T[p] A 7[¢)] by AL, with 7[[] F 7[¢] and 7[A] F 7[¢p]. By
induction hypothesis, we have I' = ¢ and A - 1. Hence, by AL, we get I', A = p A.
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We have 7[I'| F Va7[p] by VI, with 7[T'] F 7]p](c/z) and ¢ a constant not in 7[I'] or
Tlp]. By (25), we have 7[p(c/x)] = T]¢](T[c]/x) = T[¢]|(c/x). Hence, by induction
hypothesis, we have I' - ¢(c/x). By (23), ¢ does not occur I' or ¢. By VI, we get
Ik Voo,

We have 7[I'] F 7[¢]|(7[t]/x) by VE, with 7[['|  Vz7[p] and 7[t] a closed term. By
induction hypothesis, we have I' - Vzp. By (23), 7[¢] has free occurrences of at
most one variable z, and ¢ is a closed term. Hence, by VE, we get I' - p(t/z).

We have 7[['| & 7[t] = 7[t'] by =I, with 7[t] = 7[t']. By (26), we have t = t'. By =I,
we get 't =1,

We have 7[['], 7[A] F 7[¢]|(7[t']/x) by =E, with 7[I'] & 7[p](7[t]/x), T[A] F T[t] =
T[t'] or T[A] F 7[t'] = 7[t], where T[t] and T[t'] are closed terms. By (25) and
induction hypothesis, we have I' - ¢(t/x) and A+t = t. By =E, we get I'; A -
o(t'/x).

O

The desired results now follows by Lemma 3.1 and 3.2:

Theorem 3.1. For any set of L-sentences I' and L-sentence ¢ in the extended syntaz,
we have I' = ¢ just in case T[I'| - 7[y].

4 Numerical validity

Let Ly = {N,0,s,4+, x} be our arithmetical vocabulary, let Lg be a vocabulary disjoint
from L, containing a unary predicate O, and let L = L4 U Lg. Let N be the standard
La-model, with N = |N| =N, and let Th(N)y = {pn : N F ¢} be the pure theory of
true arithmetic.

Definition 4.1 (Numerical extensions). Let Mg be a Lg-model such that Mg F VzOu.
An L#-model M is a numerical extension of Mg just in case the following obtains:

(i) (M|L4) I N and (M|Lg) | O are defined.
(i) (M|Lg) I O =M.

(iii) Thereis ¢ € |M|—N™M such that the following obtains. Let ¢ be an L-formula in
the extended syntax, and suppose that #z¢ has n salient occurrences of terms.
Let o(/#xp) be the result of replacing the occurrences of these terms in ¢ with
n distinct variables © = (vy, ..., v,) not occurring in #xp. If a1,...,a, € |M|,
let g be an assignment such that g(v1) = aq, ..., g(v,) = a,, and let

k=1{a € |M|: M,gaq ETlp®/#a0)]}]

If Kk € N, we then have
P o, ) = £

and otherwise
M
fivplar, .. an) =c
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Definition 4.2 (Numerical validity). An L#-sentence ¢ is numerically valid just in case,
for any Lg-model Mg such that Mg E VxOx, and for any numerical L#-extension M
of Mg, we have M E .

The set of numerical validities is arithmetically neutral, since every consistent theory
of pure arithmetic together with any consistent theory of pure non-arithmetic has a
numerical extension:

Lemma 4.1. For every Lg-model Mg such that Mg EVxOx, and for every L -model
My such that My EVxNz, if |Mg| N |Ma| =0, there is a numerical L#-extension M
of Mg with domain |M| = |[Mg|U|M4y| such that (M|Lg) | O = Mg and (M|L4) |
N = My.

Proof. Once each L-symbol has received an interpretation in M, the interpretation of
each function symbol fu,, € L# can be defined inductively on the complexity of ¢,
which is an L-formula in the extended syntax. In the base case, ¢ is just an L-formula.
If #xp is an L-formula in the extended syntax, we can assume as part of the induction
hypothesis that all L#-symbols in 7[¢] already have received an interpretation in M. [

However, due to the following property and Trakhtenbrot’s theorem, numerical valid-
ity is not axiomatizable whenever Lg contains at least one binary predicate:

Lemma 4.2. Let Mg be an Lg-model such that Mg E VxOz, and let M be a numer-
ical L#-extension of Mg. For any L-formula ¢ in the extended syntazr, and for any
assignment g, we then have M, g F T[N#xp] just in case {a € |IM|: M, go—a E T[p]} is
finite.

In particular:

Lemma 4.3. Let Mg be an Lg-model such that Mg EVxOz, and let M be a numerical
L#-extension of Mg. Then we have M E T[N#xOzx] just in case Mg is finite.

Hence:

Lemma 4.4. Let L)y = Ly — {O}. For each L'y-sentence ¢, we have that T[N#xOx —
ol is numerically valid just in case @ is true in all finite L'y-models.

Proof. For left to right, assume that 7[N#xOx — o] is numerically valid. Let M
be a finite L-model, and expand it to an Lg-model Mg with OMz = |[Mpg|. Let
My be a numerical extension of Mpg. By Lemma 4.3, since Mg is finite, we have
My E 7[N#2Ozx]. By assumption, we get My E ¢o, and thus My|Lg E ¢o. By
Lemma 2.1, since (My|Lg) [ O = Mpg, we have Mg E ¢, and thus M E ¢.

For right to left, assume that ¢ is true in all finite L’;-models. Let Mg be an Lg-
model such that Mg E VzOx, and let M be a numerical extension of Mg. We get two
cases, in either of which M E 7[N#x0z — ¢o]:

1. Mg is finite. By assumption, we then have Mg F ¢. By Lemma 2.1, since
(M|Lg) | O = Mg, we get M E po. Hence, M E 7[N#20x — o).

2. Mg isinfinite. By Lemma 4.3, we have M F 7[-N#xOxz|. Hence, M E 71[N#20x —
o).

18



Hence, T[N#20x — ¢o]| is numerically valid. O

Thus, due to Trakhtenbrot’s theorem, if Lg contains a binary predicate, numerical
validity in L# is not axiomatizable.

5 Standard validity

Definition 5.1 (Standard extensions). Let Mg be an Lg-model such that Mg F VzOu.
An L#-model M is a standard extension of Mg just in case

(i) M is a numerical extension of Mg, and
(i) (M|LA) | N is isomorphic to N.

Remark 5.1. It should be reasonably clear that every Lg-model satisfying VxOuz of has
a standard extension.

Remark 5.2. Whenever two formulas ¢ and 1 are both satisfied by infinitely many
elements, any standard (indeed, numerical) extension will satisfy #x¢ = #1. Why,
you may ask? The chief reason is that, with this arbitrary stipulation, we ensure that
Equinumerosity (and Extensionality, which follows from the former) is true in all standard
extensions, without having to concern ourselves with infinite cardinalities. Also, since we
are dealing with first-order logic, we can assume without loss for all relevant purposes
that all models are countable.

Definition 5.2 (Standard validity). An L#-sentence ¢ is standardly valid just in case,
for any Lg-model Mg such that Mg E VxOuzx, and for any standard L#-extension M of
Mg, we have M E .

Suppose that ¢ is standardly valid. Assume that M is an L#-model such that
(i) (M|L4) I N and (M|Lg) | O are defined,

(ii) M satisfies Correspondence, and

(i) (M|L4) [ N is elementary equivalent to N.

Does it follow that M E 7 Possible counterexample: Disjunctive comprehension. Perhaps
even Conjunctive comprehension? Indeed. We can define an extension M of an Lg-model
whose N-part is a non-standard model of Th(N)y, as follows. Let ¢ be a non-standard
number in that model, and let d € |[M| — N*™. For any ay,...,a, € |[M|, let g be an
assignment such that g(v1) = aq, ..., g(v,) = an, let

K ={a € |M|: M,gorq F 7lo(0/#z0)]}]
and let

@M if K is finite
f%(al, ceQp) =1 C if K is infinite and |[M| — K is finite

d otherwise
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Provided that M — NM is infinite, we have M E 7[N#x(zx = x)] but M F 7[N#(x =
x A Nz)]. To construct a counterexample to Disjunctive comprehension, just switch ¢ and
d. Then M E 7[N#axNx AN#x—-Nz| but M # 7[N#x(NxV-Nz)|. This will also serve
as a counterexample to Additivity.

As we saw earlier, numerical validity is not axiomatiable due to Trakhtenbrot’s the-
orem concerning the unaxiomatizability of finite validity. We see that standard validity
is not axiomatizable either, but only for the rather trivial reason that it contains true
arithmetic. But finite validity, for instance, is axiomatizable relative to true arithmetic,
since truth in all finite models can be decided by true arithmetic. There is an L 4-formula
FinVal(x) such that, for any L;-sentence ¢, we have that FinVal("¢™) is a theorem of true
arithmetic just in case ¢ is true in all finite L’z-models. Let

B = {FinVal("¢") — (7[N#20z] — ¢0) : ¢ an L’-sentence}

First we observe that every element of B is standardly valid. To see why, let M be
a standard extension of an Lg-model Mg such that Mg E VxOz, and assume that
M E FinVal("¢™") A 7[N#2Oz]. Hence, ¢ is true in all finite Lz-models. Moreover, by
Lemma 4.3 and the second conjunct, Mg is finite. Hence, Mg F po. By Lemma 2.1, we
get M E ¢o.

Now, if ¢ is true in all finite L'’z-models, we clearly have Th(N)yUB F 7[N#20x] —
vo. Does the converse hold? Yes. Assume that ¢ is false in some finite L;-model M.
Extend it to an Lg-model Mg with OM# = |[Mg|. Let My be a standard extension of
Mpg. Thus, My E Th(N)y. By Lemma 4.3, we have My E 7[N#xOzx]. By Lemma
2.1, we have My FE —¢o. Since every element of B is standardly valid, we also have
My E B. Hence, Th(N)n U B/ T[N#x0zx] — ¢o.

Let NV be the set of all numerically valid L#-sentences, and let SV be the set of all
standardly valid L#-sentences. We have

Th(N)y + NV I/ SV
since, on any common L 4-definition of <,
—Jy(Ny AVz(Nz = #x(Nzx ANz < z) #£y)) € SV

but
Th(N)y + NV I/ =3y(Ny AVz(Nz — #x(Nx Az < z) #y))

as witnessed by any non-standard numerical extension satisfying Th(N)y.

6 Arithmetically neutral bridge principles
Lemma 6.1. The following bridge principles are all numerically valid:
1. Equinumerosity
2. Conjunctive comprehension

3. Disjunctive comprehension
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4. Zero

5. Successor
Taken together, they are therefore arithmetically neutral.
Proof. Let M be a numerical extension.

e We show that M is a model of Zero. Let ¢ be the formula x # x. Then #xp
is empty, fur(z22) i a O-place function symbol, and Tl#r(r = )] = S (ata)-
Moreover, we have

{a € M|+ M, gosa F Tlo(0/F20)]} = {a € M| : M, gosa Fx # 2} =0

in which case f#’;(x Ly = 0M. Since, by definition of numerals, 0 = 0, we get
ME f#x(m;ﬁz) =0.

e We show that M is a model of Successor. Let ty,...,t, be the salient terms of
#Haxp, ie. #xp = (t1,...,t,). Let g be an assignment. By definition, we have

[Tl = [faap(ty, - )l = [Frapl M (079 [E]9)
Let h be an assignment such that h(vi) = [t;]M9, ... h(v,) = [t,)M9, and let
r=Ha e [M[: M, hesa = 7lp(0/F#20)]}]
Observe that
{a € M| M hyso B 7lp(0/#29)]} = {a € M| : M, goa F 7(0]}
We get two cases:

— k € N. Then
[Fae ([0, 8] M9) = [

Let b € M|, and assume that M, g,, F ~¢(y/x). Observe that

#1’<90\/1’:3/) = <t17"'7tn7y>

Moreover, since y can be assumed not to occur in tq,...,%,, the assignment
hy, . —b satisfies

M7
hvn+1—>b(vl) =t ot

M7
h/UTrFl*)b(/Un) = ln ot

h’un+1 —b (Un+1 ) = yM’gy*)b

Let
A= Ha € M| : M, (hy, 1 5b)zsa F Tlp(0/#20)| VT = 001}
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Since, as noted earlier,
{a € M[: M, hoa B 7lo(v/#9)]} = {a € M| : M, gosa F 7[¢]}
we get

r = Un+1}| =

U

{a € [M]: M, (ho, ., b)esa E Tl0(0/F00)] V
{a € M| : M, (hy, 1 —b)esa E Tlo(0/F20)]
{a € M| : M, (hy,15b)o—a FE T =0pi1}]| =
{a € M| : M, hya E 7[0(0/Fa0)]} U{b}] =
{a € M| M, gosa E T[]} U{D} =r+1

and thus A = k + 1. Hence,

T[#x(go V= y)]M:gy%b — f#x((p\/$:y) (t17 ot y>M79yab —

M Migy—b M.gy—p | M, _ M _
f#x(chx:y) (t Tt Y gy%b) - K;__{—]' -

s()M = sM(&™)

as required.

— k ¢ N. Then
Fiaa (8, et9) = ¢

Since ¢ € NM, we get M, g 7 N fyap(te, ..o tn).

e We show that M is a model of Conjunctive comprehension. Let ¢1,...,t, be the
salient terms of #xp, and let sy, ..., s, be the salient terms of #x1. Observe that

Hx(e A1) = (t1,. . tn, S15- -, Sm)

Let vy,...,v,,u1,...,u, be distinct variables not occurring in ¢ A ¥, let v =
(U1,...,0n), let @ = (ug, ..., up) and W = (vy,..., U, U1, ..., Up). Let g be an
assignment, let h be an assignment such that

h(vi) = [tl]M’g, oo h(vy) = Mg

and
h(u) = [81]/\4,9’ oo h(uy) = 3%79
Let
k= {a e |M|: M by FT[p(0/#20)]}]
and let

A=[{a € [M[: M, hosa 7l N)(@/F2(p N )))]}]
=l{a € M| : M, homsa F Tlp(0/F20) A (a/Fa)]}

We get two cases:
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— K € N. Clearly, we then have A € N. By definition of M, we get

M M, Mg M,
f#z(ap/\w)(tl J 7tn 9781 I

PRI g Om AN

and thus
M,g ': Nf#z(go/\w)@h Ce ,tn,Sl, Ce 7Sn)

— k € N. By definition of M, we get
Fal @) = ¢
Since ¢ € NM, we get M, g ¥ N fyap(ts, ..o tn).
e The case of Disjunctive comprehension is similar.

e We show that M is a model of Equinumerosity. Let g be an assignment, and assume
that

M, gETNVz(p = 3y A X)) AVy(Y — Fa(e A x)))

with x not free in ¢, and y not free in . Hence,
{a € M[: M, gosa ETlel} = {a € M| M, gya F T[¢]}]

Since M is a numerical extension, we get two cases, in either of which we have
M, g F T[#zp = #y)]

]

Extensionality follows from Equinumerosity by taking x = y as y. Moreover, provided
that we allow ¢, ¢ and x to contain free variables other than x and y, and take Equinu-
merosity to be the universal closure of each such instance, we can establish the following:

Lemma 6.2. Let M be an L#-model satisfying Equinumerosity, let p and v be L-formulas
in the extended syntax with x not free in Y and y not free in ¢, and let g be an assignment.
If {a € (M| : M,g,50 E 7l]} and {a € M| : M, g,a E T[]} are both finite and
contain equally many elements, then M, g E T[#xp = #yi].

Proof. Let M be an L#-model satisfying Equinumerosity, let ¢ and ¢ be L-formulas in
the extended syntax with = not free in 1) and y not free in ¢, and let g be an assignment.
Suppose that

{a € I M| : M, gea ETlp]} ={a1,...,a,}

and

{a S ’M‘ : M7gy—>a = TW]} = {bla s 7bn}

Let z1,...,2, # x and yq,...,y, # y be distinct variables not occurring in ¢ or ¥, and
let x be the formula

(T=21Ay=y)V...V(@ =2, AY=1n)
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Let h be an assignment just like g, except that h(x;) = a; and h(y;) = b; for each
1=1,...,n. Clearly,

{(l S |M| : M7h$—>a F 7—[80]} — {al, cee 76Ln}

and

{a e M| : M, hyo E T[]} ={b1,...,0,}
Since M satisfies Equinumerosity, we have
M, hET[Va(e — Ay A X)) AVY (Y — Fla(p A X)) — H#ap = #yy]
By assumption, we also have
M, b E T[Va(p — Fly(¥ A X)) AVy (Y — Fa(e Ax))]

Hence,
M, hE Tl#ae = #y]
and thus
M, g F tl#rp =y
n

Let B be the L-theory in the extended syntax consisting of the universal closure of
every instance of Equinumerosity, Conjunctive comprehension, Zero, and Successor. We
show that

Lemma 6.3. For any n and L-formula ¢ in the extended syntax, we have
BFd_,xp — #xp=n

Proof. By induction on n. The base case is given by Zero and Extensionality. Assume, as
induction hypothesis, that the claim holds for n. We thus assume that, for any formula
©, we have

BFd_,xpo — #xp=n

We will show that the same holds for n 4 1:
BE3dpzp = #rp=n+1
We observe that, as a matter of pure logic,
F 3o ze < Jylely/o) Adpz(e Ax # y))
By induction hypothesis, it follows that
BF 3opmze — y(e(y/z) A#a(p Az #y) =n)

Hence, it suffices to establish that

B 3y(e(y/z) Nte(p Ax #y) =n) = #ap =n+1
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We reason inside B. Assume c to be such that

olc/r) N#x(pANx #c)=n

Let 1 be the formula ¢ A x # c¢. By Conjunctive comprehension and the second conjunct
of our assumption, we have N#x1. As an instance of Successor, we have

N#zp — (~(c/x) = #a(p Ve = ) = s(#1)))

Since —)(c/x), we get
#r(p Vo =c) = s(#xy)
Since ¢(c/x) by assumption, we also have
V(Y Va=c<+ )
By Extensionality and our assumption that #xz(p Ax # ¢) = n, we finally get #zp = s(n),

which by definition is the same as #x¢p =n + 1. O]

6.1 Adding some pure arithmetic

Let our pure theory of arithmetic A consist of PAx(1)-PAy(4). Observe that

(27)  For any natural number n, we have A - Nn.

Let T'= AU B. We show that

Lemma 6.4. For any n and L-formula ¢ in the extended syntax, we have
THH#xp=n—d_,xp

Proof. By induction on n. For the base case, we need to establish that
TE#Hrp=0— -dzp

We reason inside T'. Assume that #x¢ = 0. Assume, towards contradiction, that there
is ¢ such that ¢(c/x). Let ¢ be the formula ¢ A z # c¢. By Conjunctive comprehension,
PAx(1) and our first assumption, we have N#x1. As an instance of Successor, we have

Ntz = (—¢(c/x) = #a( Ve = c) = s(#xv))

Since —p(c/x), we get
#Hx(YVa =c) = s(#x)

Since ¢(c/x) by assumption, we also have
V(Y Vo =c+ @)

By Extensionality, we get #xp = s(#xv). By PAN(3), it follows that #zp # 0, a
contradiction.
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Assume, as induction hypothesis, that the claim holds for n. We thus assume that,
for any formula ¢, we have
ThHH#xp=n—d_,xp

We will show that the same holds for n + 1:
THE#Hrp=n+1—3_, 170
We observe that, as a matter of pure logic,
F 3onze < Jy(e(y/z) Ad=pz(e Az # y))
By induction hypothesis and Lemma 6.3, it follows that
Tt 3onpze < Jylely/z) A #a(p Az # y) = n)
Hence, it suffices to establish that
TH#rp=n+1—ylely/z) Nl Az #y) =n)
We reason inside 7. Assume that #xp = n + 1. If =3zp, we have #xp = 0 by Lemma

6.3, contradicting PAyN(3). Hence, we can assume that there is ¢ such that p(c/x). It
remains to be shown that

pr(pAz£c)=n
Let ¢ be the formula ¢ A x # c¢. By Conjunctive comprehension, (27) and the second
conjunct of our assumption, we have N#x1. As an instance of Successor, we have

Nty — (~(c/x) = #x( Vo = c) = s(#av))
Since —)(c/x), we get
#r(Y Ve =c) = s(F#y)

Since ¢(c¢/x) by assumption, we also have
V(Y Vo =c+ @)

By Extensionality, we get #x¢ = s(#x1)). By our assumption that #xp = s(n), we

get s(#x) = s(n). By (27), we get Ns(#xv). Since Nz, we get #x1) = n by
PAN(4). O

Theorem 6.1. For any n and L-formula ¢ in the extended syntax, we have
THd,zp < #xp=n
Proof. By Lemma 6.3 and 6.4. m
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